EVALUATING CODE COVERAGE OF ASSERTIONS BY STATIC ANALYSIS OF RTL

Viraj Athavale, Sam Hertz, and Shobha Vasudevan

Coordinated Science Laboratory
1308 West Main Street, Urbana, IL 61801
University of Illinois at Urbana-Champaign
Evaluating Code Coverage of Assertions by Static Analysis of RTL

13. ABSTRACT (Maximum 200 words)

Assertions are critical in pre-silicon hardware verification to ensure expected design behavior. While Register Transfer Level (RTL) code coverage can provide a metric for assertion quality, few methods to report it currently exist. We introduce two practical and effective code coverage metrics for assertions - one inspired by test suite code coverage as reported by RTL simulators and the other by assertion correctness in the context of formal verification. We present an algorithm to compute coverage with respect to assertion correctness, by analyzing the Control Flow Graph (CFG) constructed from the RTL source code. Our technique reports coverage in terms of lines of RTL source code which is easier to interpret and can help in efficiently enhancing an assertion suite. We apply our technique to an open source USB 2.0 design and show that our coverage evaluation is efficient and scalable.
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I. INTRODUCTION

Assertions represent desirable properties that a hardware design should satisfy. Assertion based verification [1], which involves the use of assertions in pre-Silicon formal verification as well as simulation of Register Transfer Level (RTL) designs, has steadily gained popularity in recent years [2]. Assertion based verification checks if a design complies with a set of assertions.

Coverage achieved during verification is the single most important parameter in determining the quality of verification results. In conventional simulation based verification, coverage of a set of tests or a test suite is measured using various metrics such as code coverage, toggle coverage, FSM coverage [3]. Code coverage measures the fraction of statements in the RTL source code executed or covered while simulating the test suite. Since code coverage can be easily related to the RTL code and reporting it adds little overhead to simulation, it is the most popular coverage metric.

In the context of formal verification, the fraction of design states covered by an assertion is typically used as a coverage metric [4]–[7]. Coverage computation is done through injection of mutations or faults in the RTL source code in [4], [6]–[9], while [5] uses a tableau based method. Although RTL code coverage is an important coverage metric for verification, no such metric for assertions is widely used by standard tools. In this work, we address this problem by defining and computing code coverage metrics for an assertion.

Assertions are primarily used in two fundamentally different contexts viz. formal verification and simulation. Depending on the context, the definition of coverage of an assertion needs to change. Since the simulation process is inherently not exhaustive, we base the definition of coverage of an assertion on the coverage of a test that triggers the assertion. In formal verification context, we expand the definition to span all possible paths in the design and consider all RTL statements whose incorrect execution can cause an assertion to fail.

In [4]–[7], coverage of assertions is reported in terms of design states covered. Coverage computation in this case typically depend on the analysis of the state transition graph of the design or its variants. However, in this work we do not construct state transition graph from the RTL design, but instead perform an analysis of the Verilog Hardware Description Language (HDL) source code for the design considered as a Verilog program as in [10], [11].

Coverage computation consists of an execution phase and a coverage extraction phase. In the execution phase, assuming the antecedent of the assertion holds, the CFG is used to explore all possible executions of the RTL design over number of cycles spanned by the assertion. During the CFG traversal, important dependency information between statements is stored in the form of triggers. These triggers are used in the coverage extraction phase to find statements covered by the assertion.

Our coverage definition and computation technique has key merits over the state space based methods. Firstly, the constructed CFG is linear in the size of RTL source code and hence cost of building a CFG is far less than a state transition graph. Therefore, any manipulations of the CFG are also more scalable. Secondly, coverage reported in terms of lines of RTL source code is closer to the designer and easier to interpret. On the other hand, state space coverage is not easily translatable to source code. Lastly, in practical verification environments, bridging coverage holes in an assertion suite can be easier when coverage information is available in the form of lines of code. Since verification is a resource and time intensive process, it is valuable to make coverage information easy to understand and use. In addition, our technique can help in quickly determining how modifications to an assertion suite can affect coverage.

We evaluate our coverage computation technique using a USB 2.0 protocol design from [12]. We inject mutations in the covered lines and see if the assertion fails formal verification in the mutated RTL design. These experiments help show that the technique is scalable and efficient and correctly computes coverage according to the proposed definition.
Recent approaches [13], [14] attempt to relate coverage metrics from formal and simulation based verification. For each of the simulation based coverage metrics, [13] presents a corresponding metric suitable for assertions in formal verification. To compute coverage of an assertion, statements in the code are removed one at a time and the assertion is checked for vacuity in the mutant design. Although a pioneering approach to code coverage of assertions, it becomes intractable as size of the RTL source code increases. In contrast, our technique does not require mutating every line and since we analyze the CFG, the technique naturally scales.

The main contributions of this paper are as follows.

- We propose two code coverage metrics, applicable in each of the two use cases of assertions- simulation and formal verification.
- We present an efficient technique to compute code coverage of assertions by statically analyzing the RTL source code.
- Our technique presents coverage in terms of lines of RTL code, which is easier to interpret for the designer as compared to state space coverage.
- Our technique can also facilitate identification of coverage holes and consequently enhance the assertion suite.

II. VERSILOG CODE AS A CONTROL FLOW GRAPH

In order to facilitate analysis of the Verilog RTL source code, we represent it as a Control Flow Graph (CFG). Each statement in the code is mapped to a node in the CFG. A Verilog RTL design consists of a set of concurrently running always processes and assign statements. The CFG for the entire design consists of the union of CFGs for each of these processes. The CFG thus completely captures the structure of the RTL design. It is similar to a Process Dependence Graph described in [10].

Each node in the CFG stores the number of the line in the RTL code it corresponds to, as well as an expression for the RTL statement at that line. For RTL statements spanning multiple lines, the line number for each of them is recorded. Nodes in the CFG are classified into assignment nodes and decision nodes. An assignment node represents a blocking or non-blocking assignment in the Verilog code. A decision node represents conditional statements including if and case and always @ () statements.

Edges in the CFG represent the control flow between RTL statements. Each assignment node has one outgoing edge that points to the node corresponding to the next line in the RTL code. Each decision node has two outgoing edges left and right that point to the RTL statements executed if the corresponding condition is true or false respectively.

CFG node \( n_1 \) is a successor of another node \( n_2 \) if there exists a path from \( n_2 \) to \( n_1 \) going through the left/right outgoing edges of intermediate nodes. We define two assignment nodes \( n_1 \) and \( n_2 \) as coincident if there exists a path between \( n_1 \) and \( n_2 \) only containing assignment nodes. Essentially during execution, \( n_1 \) must be executed given that \( n_2 \) is executed and vice versa.

The CFG is a purely syntactic representation of the RTL code. For effective coverage estimation of assertions, we need to track dependencies between variables. The CFG is therefore extended with additional data flow information. The resulting extended CFG is similar to the System Dependence Graph (SDG) for VHDL introduced in [10] where the additional dependencies are represented as flow edges. However, the data flow information we store is simpler and mainly targeted towards the coverage estimation algorithm described later, in Section IV.

We store a list of variables used in the RTL code. The variables are classified into inputs, outputs, internals and parameters. The dependence information for a variable \( v \) is recorded in the form of initial assignment, decisions and assignments. Initial assignment for \( v \) stores a pointer to the CFG node where the variable is assigned its initial value and is only valid when \( v \) is an internal or output variable. Assignments for \( v \) are assignment nodes containing statements that assign to \( v \), while decisions for \( v \) are decision nodes which use \( v \) in the corresponding condition in the RTL.

Example 1. Fig. 1 illustrates the terms defined above with the help of an example Verilog RTL code. The CFG for the module consists of the CFGs for the two processes viz. the continuous assignment on line 1 and the always process starting at line 2.

It can be seen that each statement in the RTL code is mapped to a node in the CFG. Nodes corresponding to if (rst), case (s) and always @ (posedge clk) are decision nodes. Each of these have corresponding end nodes which are not shown for clarity. The remaining statements map to assignment nodes.

The data flow information in the form of variable dependencies which augments the CFG is also shown in Fig. 1. Again for clarity, only the information for internal variable \( s \) is shown. The node corresponding to statement \( s <= 0 \) on line 4 forms initial assignment for variable \( s \) (dotted line). Variable \( s \) is used in the decision corresponding to case (s) (dashed line) and assignments on lines 10 and 14 (solid lines).

III. DEFINING CODE COVERAGE OF AN ASSERTION

In this section, we define the two code coverage metrics for an assertion. We start by defining some relevant terms.

A proposition is a variable-value pair \((v, val)\), where \( v \) is a variable in the RTL source code. We consider assertions of the form \( ant \Rightarrow con \), where the antecedent \( ant \) is a conjunction of propositions and \( con \) is a single proposition. We also consider temporal assertions, which are assertions spanning multiple clock cycles. Assertions are represented in Linear Temporal Logic (LTL) [15] format. An assertion is said to trigger when its antecedent becomes true.

We call the set of lines reported as covered by \( a \) according to our definition the result set of \( a \).

Definition 1: (Simulation based coverage) A statement \( s \) in the RTL source code is said to be covered by an assertion \( a \) if (1) \( s \) must be executed for \( a \) to trigger, (2) \( s \) must be executed...
1. assign z = z_r;
2. always @(posedge clk)
3. if (rst)
4. begin
5. s <= 0;
6. z_r <= 0;
7. end
8. else
9. case (s)
10. begin
11. s <= 1;
12. z_r <= 0;
13. end
14. begin
15. s <= 0;
16. z_r <= 1;
17. endcase

Fig. 1: (a) Example Verilog RTL code for a with inputs clk, rst, output z and internal variables s, z_r. (b) Control flow graph for the example RTL design augmented with variable dependency information in the form of assignments (solid lines) and decisions (dashed line) and initial assignment (dotted line) for variables. For clarity, nodes containing only keywords like begin, end etc. are not shown. Also dependency information is shown only for the internal variable z.

due to the triggering of a or (3) s corresponds to a CFG node coincident with a node belonging to (1) or (2).

Note that we include only those statements which are always executed, whenever a given assertion is triggered. As a result, if a test triggers a, the result set of a is a subset of the set of lines covered by the test. If multiple tests trigger the same assertion a, the result set is an intersection of the sets of lines covered by each of the tests.

For the RTL design from Example 1, consider the following assertion:

\[ a : \neg \text{rst} \land s \Rightarrow X(z). \]

The assertion a triggers when the antecedent \( \neg \text{rst} \land s \) becomes true.

It can be concluded from Fig. 1 that statements on lines 3, 8, 9 and 10 must be executed prior to variable s getting the value 1. Apart from these, the statement 11: z_r <= 0; is also executed whenever line 10 is executed and therefore included in the simulation based coverage.

Lines 3, 8, 13, 14, and 15 must be executed due to the triggering of a.

Lastly, continuous assignments such as 1: assign z = z_r; are always executed and therefore covered by a. Fig. 2(a) shows the CFG nodes covered by a in this case.

In general, the RTL statements covered by a under this definition can be classified into following categories, also given by Definition 1:

1) **Backward cone:** This includes statements that must be executed to make the antecedent of a true (Lines 3, 8, 9, 10 from Example 1).
2) **Forward cone:** This includes statements that get executed due to the triggering of a (Lines 3, 8, 13, 14, 15 from Example 1).
3) **Dependent cone:** This includes statements that do not belong to the above two categories; but get executed whenever the statements belonging to the above categories are executed (Lines 1, 11 from Example 1).

**Definition 2:** (Correctness based coverage) A statement s in the RTL source code is said to be covered by assertion a if an error in s can cause a to fail during formal verification. In this context an error in an RTL statement is a logical bug such as incorrect value assigned to a variable.

Since this definition depends on the correctness of the assertion, the number of cycles spanned by the assertion as well as the consequent are relevant to coverage.

In [13], a mutation based definition of code coverage of an assertion is presented. However, the mutation considered involves removing the RTL statement and coverage is computed by checking if the assertion becomes vacuous in the mutant RTL design. We consider logical bugs as mutations and compute coverage through analysis of the CFG for the RTL source code as described in Section IV.

Consider again the assertion a above for the RTL code in Example 1. Lines 1, 3, 8, 13, and 15 are included in the result set of a according to the correctness based definition.

Fig. 2(b) shows the CFG nodes covered by a according to this definition.

Given that the antecedent \( \neg \text{rst} \land s \) holds, an error in one of these statements can make the consequent false and therefore make the assertion fail. For example, if the antecedent holds and either \( z_r \) or \( z \) is not assigned to the correct value, it will make the assertion fail.

A comparison between the result sets of a according to the two definitions show that lines 9, 10 and 14 are included in simulation based coverage but not in correctness based coverage. Lines 9 and 10 fall in this category because they are executed prior to the antecedent becoming true and hence irrelevant to correctness of a. Line 14 which is included in simulation based coverage also cannot affect the correctness of a and therefore not included in correctness based coverage.

**IV. CORRECTNESS BASED COVERAGE COMPUTATION**

This section describes our algorithm to extract the set of RTL statements covered by a given assertion, according to the
correctness based coverage definition. It consists of two phases viz. the execution phase and coverage extraction phase.

Consider an assertion \( \alpha : \text{ant} \Rightarrow \text{con} \) for RTL module \( M \), that spans \( k \) cycles. Let \( V \) be the set of variables in \( M \). For a \( k \) cycle assertion, \( \text{con} \) is of the form \( XX \ldots X(ktimes)(v_{\text{out}}) \) or \( XX \ldots X(ktimes)(\neg v_{\text{out}}) \), where \( v_{\text{out}} \in V \). Our goal is to find \( C_\alpha \), the result set of \( \alpha \) according to the correctness based coverage definition.

A. Execution phase

In this phase, we execute the RTL for \( k \) cycles starting with the information in \( \alpha \) (Procedure 1). In this process, we record following information:

- We construct \( |V| \times k \) tables of values of variables in \( k \) cycles. In particular the entry \( B(v, i) \) in a value table \( B \) contains the value of variable \( v \) in cycle \( i \). In other words, a value table is a table of propositions (variable-value pairs) in each of the \( k \) cycles. Multiple value tables correspond to different possible values of conditions corresponding to the decision nodes encountered during execution that cannot be evaluated to true or false.
- Apart from value tables, we also record triggers for each decision or assignment nodes that are visited. Triggers for a decision node are assignment nodes that make the decision true. Triggers for an assignment node include other assignment nodes which affect it and decisions on which it depends.

When an assignment node \( n : (v <= rhs) \) is encountered during execution, The value table \( B \) is updated with the value \( rhs \) if it is a constant. If it is not a constant, assignments to \( rhs \) encountered thus far are added to the set of triggers of \( n \). The decision nodes on which this assignment depends are also added to the set of triggers of \( n \). Essentially, these are the decision nodes that lie on the path in the CFG from \( n \) to a top level node.

When a decision node \( n \) is encountered, we attempt to evaluate the condition in \( n \) using the values available in \( B \). If it evaluates to true, we update its triggers and take the true branch in the CFG. If it evaluates to false, we take the false branch without updating the triggers. If the decision is unknown due to a lack of sufficient data in the value table, we split \( B \) into \( B_{\text{left}} \) and \( B_{\text{right}} \) corresponding to the true and false evaluations of \( n \) respectively. As a result, at the end of execution phase, we obtain a tree of value tables rooted at \( B_{\text{top}} \).

B. Coverage extraction phase

In the coverage extraction phase (Procedure 2), we look at each leaf \( B \) of the tree of value tables in turn. If \( v_{\text{out}} \) is assigned in cycle \( k \) in \( B \) and its value agrees with \( \text{con} \), we have found a possible execution starting from \( \text{ant} \) that makes \( \text{con} \) true. We then include RTL lines for all nodes visited during this execution in \( C_\alpha \). We use the triggers recorded during the execution phase to traverse backwards recursively and obtain such nodes. This is implemented by the BackwardTraversal() procedure on line 7. Pseudocode for that procedure is not shown due to space constraints.

V. Case Study: A USB 2.0 Design

We demonstrate our correctness based coverage computation technique on a USB 2.0 protocol design from [12]. We consider the packet assembler (usbf_pa), the packet disassembler (usbf_pd) and the protocol engine (usbf_pe) modules which constitute the core of USB protocol. All experiments were performed on a machine with 2.93 GHz Intel Core i3 with 4 GB RAM.

For each of the three modules considered from the USB design, we manually wrote two assertions and formally verified them against the RTL design. For each assertion, we extracted the set of lines covered according to the correctness based definition. Covered lines containing assignments and if statements were mutated and the assertion was run through the formal verifier again along with the mutated designs. Mutations to assignments involved changing the right hand side of the assignment to another valid value. Mutations in the if statements involved flipping bits in the condition.

Fig. 2: CFG nodes covered by \( \alpha \): (a) according to the simulation based coverage definition (b) according to the correctness based coverage definition.
**Procedure 1** Construct a tree of value tables rooted at $B_{top}$ using assertion $a$ and record triggers

**ConstructValueTable** ($G, a$)

**Input:** Extended CFG for $M$ ($G$), assertion $a$

**Output:** Tree of value tables rooted at $B_{top}$, triggers recorded in $G$

```plaintext
1: Initialize($B_{top}, a$) {Initialize root table of values ($B_{top}$) using $a$}
2: for cycle = 1 → k do
3: for all Leaf tables $B$ in tree rooted at $B_{top}$ do
4: for all Processes $P$ in $M$ do
5: $n$ ← top($P$)
6: while $n$ ≠ NULL do
7: if IsAssignmentNode($n$) then
8: Let $n: (v <= rhs)$
9: if IsConstant(rhs) then
10: {Update the value table}
11: $B[v, cycle] ≡ rhs$
12: end if
13: UpdateTriggers($n$)
14: $n$ ← left($n$)
15: else
16: {Decision node}
17: if EvaluateDecision($n, B$) = true then
18: UpdateTriggers($n$)
19: $n$ ← left($n$)
20: else if EvaluateDecision($n, B$) = false then
21: $n$ ← right($n$)
22: else
23: {Unknown decision}
24: ($B_{left}, B_{right}$) ← split($B$)
25: end if
26: end if
27: end while
28: end for
29: end for
```

**Procedure 2** Extract correctness based coverage from value table tree and triggers

**ExtractCoverage** ($G, B_{top}, a$)

**Input:** Extended CFG for $M$ ($G$), tree of value tables rooted at $B_{top}$, assertion $a$: ant ⇒ con

**Output:** Set of lines $C_a$ covered by $a$ according to correctness based coverage definition

```plaintext
1: $C_a$ ← φ
2: Let $p$: ($v_{out}, val$) ← con
3: for all Leaf tables $B$ in tree rooted at $B_{top}$ do
4: if $B[v_{out}, k] = val$ then
5: {Value of $v_{out}$ exists and matches the consequent of $a$}
6: for all Triggers $t$ of $p$ do
7: $C_a$ ← $C_a$ ∪ BackwardTraversal($t$)
8: end for
9: end if
10: end for
```

Table I summarizes the results for all assertions considered in this experiment. We show the number of lines covered and number of mutations injected and detected for each assertion. Comments, blank lines and lines with variable/port declarations etc are not included while counting covered as well as total lines of code.

Firstly, it can be seen that only about 5% of total lines were reported as covered by each assertion, which shows that our technique can effectively find the lines truly relevant to the correctness of an assertion. Secondly, mutations injected in almost all the covered lines made the corresponding assertion fail formal verification. The exceptions in case of $a_2$ and $a_4$ can be attributed to masking of the mutation as explained later in detail for $a_2$.

We now describe the results for assertion $a_2$ for the USB packet assembler module in further detail. Fig. 3 shows the relevant lines in the RTL code for the module, where lines covered by $a_2$ are underlined. The lines shown constitute a state machine with 5 states: IDLE, WAIT, DATA, CRC1, CRC2.

```plaintext
1. always @posedge clk
2. if(!rst) state ← IDLE;
3. else state ← next state;
4. always @state or send_data or tx_ready or tx_valid_r or send_zero_length_r)
5. begin
6. //assignments
7. case(state)
8. //other cases: IDLE, DATA, WAIT, CRC1
9. CRC2:
10. begin
11. //assignments
12. if(tx_ready)
13. begin
14. next_state = IDLE;
15. end
16. else
17. begin
18. last = '1'b1;
19. end
20. end
21. endcase
```

Fig. 3: Lines of RTL code from USB packet assembler module relevant to assertion $a_2$. Lines reported as covered by $a_2$ by our technique are underlined.

Each covered line containing an assignment or if condition was mutated one at a time, as shown in Table II.

We found that $a_2$ failed formal verification in RTL designs with mutations in lines 3, 12 and 14. For instance, consider the mutation to the assignment in line 3 (state <= next_state). In this case the value of next_state variable was IDLE which should have been the value of state in the next cycle. However, since the assignment in line 3 was mutated, state did not get the its correct value which made $a_2$ fail formal verification in the mutated design.

Mutation in line 2 shown in Table II did not cause $a_2$ to fail. In this case, next_state had the value IDLE which is also the value of state on reset. Therefore state was assigned value IDLE in both branches of the if statement.
In other words, the mutation was masked by the logic in the RTL design and hence had no effect on the correctness of $a_2$.

We now show how runtime and memory cost of our algorithm depend on the size of the RTL source code and the number of cycles spanned by the assertion. Table III shows the time and memory costs for the three USB modules considered. The protocol engine module, being the largest one, requires the most resources.

In Table IV, we show the variation of runtime and memory requirements with length of the assertion under consideration. It can be seen that although runtime of our technique does not change considerably with number of cycles spanned by an assertion, memory increase is significant. This can be attributed to the increasing size of value tables as number of cycles increase.
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